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#### Abstract

Autonomous driving is an emerging technology that has developed rapidly over the last decade. There have been numerous interdisciplinary challenges imposed on the current transportation system by autonomous vehicles. In this paper, we conduct an algorithmic study on the autonomous vehicle decision-making process, which is a fundamental problem in the vehicle automation field and the root cause of most traffic congestion. We propose a perception-and-decision framework, called HEAD, which consists of an enHanced pErception module and a mAneuver Decision module. HEAD aims to enable the autonomous vehicle to perform safe, efficient, and comfortable maneuvers with minimal impact on other vehicles. In the enhanced perception module, a graph-based state prediction model with a strategy of phantom vehicle construction is proposed to predict the one-step future states for multiple surrounding vehicles in parallel, which deals with sensor limitations such as limited detection range and poor detection accuracy under occlusions. Then in the maneuver decision module, a deep reinforcement learning-based model is designed to learn a policy for the autonomous vehicle to perform maneuvers in continuous action space w.r.t. a parameterized action Markov decision process. A hybrid reward function takes into account aspects of safety, efficiency, comfort, and impact to guide the autonomous vehicle to make optimal maneuver decisions. Extensive experiments offer evidence that HEAD can advance the state of the art in terms of both macroscopic and microscopic effectiveness.

Index Terms-Autonomous driving, Perception, Decision


## I. InTRODUCTION

Most major cities worldwide experience high levels of traffic congestion due to the rapid development in urbanization and vehicle ownership [1]. Typically, road environments or drivers are to blame for traffic congestion [2]. Environmental variables like road construction, traffic lights, or a reduction in the number of lanes (bottleneck) can give rise to traffic congestion. Additionally, a driver's poor driving behavior (e.g., hard braking and forced lane change) may result in traffic congestion or even accidents. The latter is more frequent due to the differences in drivers' habits [3]. It usually happens when the traffic density is high, thus even a slight fluctuation in the traffic flow can generate a 'domino effect' and lead to serious traffic congestion. To avoid such phenomenon, drivers need to keep good driving behaviors and maintain a safe distance

[^0]between vehicles [4], which are highly challenging, if not impossible, for human drivers.

With the rapid development of vehicle automation technology, this goal may be achieved in the future when a considerable portion of on-road vehicles are autonomous vehicles. Some dangerous driving behaviors such as speed driving and drowsy driving can be avoided by gradually replacing human control with autonomous decision-making algorithms [5]. Traditional methods have demonstrated that autonomous vehicles can maintain a constant distance from surrounding vehicles with the aid of adaptive cruise control and lane-changing models [6]-[8]. However, these methods involve a set of rule-matching algorithms and require expert experience and manual tuning, leading to poor generalizability with the increasing complexity of autonomous driving scenarios. Considering the mechanism that a driver perceives the surrounding traffic and makes a maneuver decision (lane change behavior and/or velocity change behavior), it fits well within the realm of reinforcement learning [9]. Due to the flexible reward designing and superior optimization effect, there have been plenty of works utilizing reinforcement learning-based methods to accomplish vehicle maneuver decisions in the scenario of autonomous driving [10]-[13]. These reinforcement learning-based approaches mainly optimize the driving safety, efficiency, and comfort of autonomous vehicles, leaving the impact on other surrounding vehicles and eventually traffic conditions largely uninvestigated. Evidently, if autonomous vehicles make maneuver decisions simply based on their states without taking the driving conditions of surrounding vehicles into account, they may cause more serious traffic congestion or even accidents. Recently, a prediction-and-search framework [14] is proposed to make discrete maneuver decisions, which considers three impact situations of an autonomous vehicle on its surrounding vehicles, including queuing, crossing, and jumping the queue. However, it ideally discretizes the velocity change behavior as speed-up, speed-down, and maintain speed, which lacks effectiveness in continuous action space. Further, it still relies on hand-crafted rules for determining different impact situations, which cannot deal with the impact of continuous velocity change behavior [15]. Therefore, existing decision-making algorithms for autonomous driving
cannot effectively reduce the impact on surrounding vehicles.
To sum up, an ideal decision framework for the autonomous vehicle can perform safe and comfortable maneuvers with high driving efficiency and minimal impact on surrounding vehicles. In particular, reducing the impact plays a vital role in addressing poor driving behaviors and reducing traffic congestion or accidents. Intuitively, one can embed a trajectory prediction model [14], [16] in perception modules (with onboard sensors), which not only capture the current state of surrounding vehicles, but also proactively anticipate their future behaviors, and then utilize a deep reinforcement learning-based model to make maneuver decisions [9]. However, the intuition will face two main challenges: (1) The states of surrounding vehicles are not always observable due to sensor limitations like detection range and occlusion, making the trajectory prediction models less effective. (2) Reinforcement learning-based models struggle to balance the factors of safety, efficiency, comfort, and impact for complex vehicle maneuvers, and it is also challenging to measure the impact factor. In this work, we aim to address the above challenges and enable the autonomous vehicle to perform safe and comfortable maneuvers while maximizing its average velocity and minimizing its impact on surrounding vehicles.

To this end, we proposed a novel perception-and-decision framework, called HEAD, which consists of an en $\underline{H a n c e d}$ pErception module and a mAneuver Decision module. In the enhanced perception module, we propose a state prediction model to predict the one-step future states for multiple surrounding vehicles in parallel. To deal with the incomplete historical states caused by sensor limitations, it first constructs phantom vehicles based on observable surrounding vehicles and organizes their relationships using spatial-temporal graph, and then utilizes a graph attention mechanism with an LSTM to enable vehicle interactions and parallel prediction. For the maneuver decision module, it first receives the future states of surrounding vehicles and formulates the maneuver decision task as a Parameterized Action Markov Decision Process (PAMDP) with discrete lane change behaviors and continuous velocity change behavior, and then uses a deep reinforcement learning-based model and a properly designed reward function to solve the PAMDP, which learn an optimized policy for the autonomous vehicle to achieve our objective. In summary, we make the following contributions:

- We develop a perception-and-decision framework that enables the autonomous vehicle to perform safe, efficient, and comfortable maneuvers with minimal impact on other vehicles. - We propose a graph-based state prediction model with a strategy of phantom vehicle construction to solve sensor limitations and support high-accuracy prediction in parallel.
- We propose a deep reinforcement learning-based model and a hybrid reward function to make maneuver decisions in continuous action space that follows a parameterized action Markov decision process.
- We conduct extensive experiments to evaluate $H E A D$ on real and simulated data, verifying the effectiveness on both macroscopic and microcosmic metrics.


## II. Overview

## A. Preliminary Concepts

Environment. We consider an interactive environment where there are one autonomous vehicle $A$ and a set of conventional vehicles $\mathbb{C}$ traveling on a straight multi-lane road. For the sake of simplicity, parking and turning are not considered for now. The autonomous vehicle can obtain the states (i.e., locations and velocities) of surrounding conventional vehicles through its sensors, and perform a maneuver at each time instant $t$ within a target time duration $\mathbb{T}$ of interest.
Lane. A lane is part of the road used to guide vehicles in the same direction. Herein, all the lanes are numbered incrementally from the leftmost side to the rightmost side, i.e., $l_{1}, l_{2}, \ldots, l_{\kappa}$, where $l_{1}$ and $l_{\kappa}$ indicate the leftmost lane and rightmost lane, respectively.
Time Step. In order to model the problem more concisely, we treat the continuous time duration as a set of discrete time steps, i.e., $\mathbb{T}=\{1,2, \ldots, t, \ldots\}$. We denote $\Delta t$ as the time interval between two consecutive time steps, which serves as the minimum frequency for the autonomous vehicle to perform maneuvers. Following the settings used in the previous work [14], [17], the time granularity in this work is set to 0.5 seconds (i.e., $\Delta t=0.5 \mathrm{~s}$ ).
Location. ( $C_{i}^{t}$.lat, $C_{i}^{t}$.lon) and ( $A^{t}$.lat, $A^{t}$.lon) indicate the locations of $C_{i}$ and $A$, respectively, at time step $t$, where lat denotes the lateral lane number and lon refers to the longitudinal location of a vehicle traveled from the origin. $d_{\text {lon }}\left(C_{i}^{t}, A^{t}\right)$ denotes the relative longitudinal distance between $C_{i}$ and $A$ at time step $t$, which can be calculated as follows:

$$
\begin{equation*}
d_{l o n}\left(C_{i}^{t}, A^{t}\right)=C_{i}^{t} \cdot l o n-A^{t} . l o n \tag{1}
\end{equation*}
$$

In addition, the $d_{l a t}\left(C_{i}^{t}, A^{t}\right)$ denotes the relative lateral distance between $C_{i}$ and $A$ at time step $t$, which can be calculated as follows:

$$
\begin{equation*}
d_{l a t}\left(C_{i}^{t}, A^{t}\right)=\left(C_{i}^{t} . l a t-A^{t} . l a t\right) * w i d_{l} \tag{2}
\end{equation*}
$$

where wid $_{l}$ is the width of a lane. An advantage of using this type of lane-aware location is to allow us to focus on the lane change behavior itself without worrying about the lateral location of the vehicle.
Velocity. $C_{i}^{t} \cdot v$ and $A^{t} . v$ indicate the longitudinal velocities of $\overline{C_{i}}$ and $A$, respectively, at time step $t . v\left(C_{i}^{t}, A^{t}\right)$ denotes the relative longitudinal velocity between $C_{i}$ and $A$ at time step $t$, which can be calculated as follows:

$$
\begin{equation*}
v\left(C_{i}^{t}, A^{t}\right)=C_{i}^{t} \cdot v-A^{t} \cdot v \tag{3}
\end{equation*}
$$

Benefiting from the discrete time step and the lane-aware location, the lateral motion between two consecutive time steps is assumed to be the uniform motion [14], [18], so we focus on the longitudinal velocity in this work. In the rest of the paper, we use velocity and longitudinal velocity interchangeably when no ambiguity is caused.
Maneuver. A maneuver is a pair of a lateral lane change behavior and a longitudinal velocity change behavior simultaneously performed by a vehicle [19]. ( $\left.A^{t} . b, A^{t} . a\right)$ represents


Fig. 1. HEAD Framework Overview
the maneuver of $A$ at time step $t$, where $b$ is one of the three lateral lane change behaviors: change lane to left (ll), change $\underline{l}$ lane to right (lr), and lane keep ( $l k$ ) (i.e., $b \in\{l l, l r, l k\}$ ), and $a$ refers to the longitudinal acceleration. Since $l l$ and $l r$ are assumed to be the uniform motions, the lateral acceleration can be ignored.
Restrictions. We pose some traffic restrictions on all vehicles: (1) Speed limit. All lanes are subject to two speed limit, i.e., $v_{\text {min }}$ and $v_{\text {max }}$.
(2) Lane change restriction. A vehicle can only change to an adjacent lane at each time step.
(3) Velocity change restriction. The longitudinal acceleration of a vehicle is bounded between $-a^{\prime}$ and $a^{\prime}$.
Objective. In this work, our objective is that the autonomous vehicle can perform safe and comfortable maneuvers while maximizing its average velocity and minimizing its impact on surrounding conventional vehicles.

## B. Framework Overview

Figure 1 shows the architecture of our framework $H E A D$, which consists of two components: enhanced perception module and maneuver decision module. Firstly, the enhanced perception module obtains the states of surrounding conventional vehicles through the onboard sensor, a graph-based state prediction model (LST-GAT) constructs phantom vehicles based on observable surrounding vehicles and organizes their relationships using spatial-temporal graph structure, and then utilizes a graph attention mechanism with an LSTM to predict future states of surrounding conventional vehicles in parallel. Secondly, the future states are fed into the maneuver decision module as augmented states, and then a deep reinforcement learning-based model (BP-DQN) and a hybrid reward function are proposed to learn a policy for the autonomous vehicle to perform maneuvers with discrete lateral lane change behaviors and continuous longitudinal velocity change behavior.

## III. Enhanced Perception

To reduce the impact of the autonomous vehicle on surrounding conventional vehicles, it is necessary for an automotive perception module to predict the future trajectories of surrounding conventional vehicles. However, simply embedding a trajectory prediction model in a perception module will face poor applicability, accuracy, and efficiency in the scenario of autonomous driving. Thus, we propose an enhanced perception module that can make use of the limited historical states of the surrounding conventional vehicles to predict their future states with high accuracy and efficiency. In this section, we
first analyze the limitations of existing perception modules and trajectory prediction models, and then we propose a graphbased deep learning model with a strategy of phantom vehicle construction for achieving our state prediction task.

## A. Limitations of Existing Methods

Traditional Perception Modules. The traditional perception modules of the autonomous vehicle perceive the interactions with the surrounding conventional vehicles through sensors [12], [20], [21], e.g., cameras, LiDAR, Ultrasonic, etc. Specifically, they acquire the real-time states (i.e., locations and velocities) of the surrounding conventional vehicles [22], and feed them into the decision modules [14] to make maneuver decisions [23]. However, they struggle to achieve our objective due to the following reasons: (1) They discard more historical states of conventional vehicles that imply their driving preferences and moving tendencies. (2) They ignore the future states of conventional vehicles that reflect their possible changes in driving conditions. Apparently, without taking these enriched states into account, the autonomous vehicle cannot reduce the impact on the surrounding conventional vehicles, and may cause more traffic congestion or even accidents.
Trajectory Prediction Models. In order to remedy the above problems, the most straightforward solution is to utilize the sequence of historical states to predict the sequence of future states (namely future trajectory) for each surrounding conventional vehicle of the autonomous vehicle, i.e., embedding the trajectory prediction models to the traditional perception modules [14]. Recently, with a success achieved in applying RNN [24] to model non-linear temporal dependencies in sequence learning tasks, there have been plenty of works [25][28] utilizing RNN based encoder-decoder architectures to predict the future trajectories of vehicles. However, directly using these learning-based trajectory prediction models usually leads to unsatisfactory results due to the following reasons: (1) Their applicability is poor, since they assume that the states of all surrounding conventional vehicles are always observable, which is not a practical assumption in autonomous driving applications. A more realistic approach should always consider sensor limitations like detection range and occlusion.
(2) Their accuracy of the predicted future trajectories decreases over time, and only the first or first few predicted states are reliable. (3) Their inference processes are time-consuming, since they do not support parallel prediction and require separate calculations for each predicted vehicle. Therefore, directly using the trajectory prediction models to enhance
the traditional perception modules will not only reduce the efficiency of perception, but also introduce additional errors for downstream decision modules.
Opportunities. Accordingly, there are three challenges in implementing an ideal perception module: 1) how to deal with the incomplete historical states that follow the sensor limitations; 2) how to ensure the high-accuracy trajectory prediction; and 3) how to speed up the efficiency of trajectory prediction. Next, we will analyze the opportunities that can remedy them.
(1) Sensor limitations. Most automotive sensors have limited observability. For example, a LiDAR detects objects at a distance of up to $90 \mathrm{~m}-250 \mathrm{~m}$ [29], [30], and it cannot accurately detect objects through obstacles due to the weak reflection [31], [32]. Other sensors like cameras and RADAR also have limited detection ranges and poor detection accuracy under occlusions [22], [33]. Thus, the availability of most trajectory prediction models will be affected by incomplete input states as they assume that all surrounding vehicles are always observable. If we simply ignore the unobservable vehicles and only use the valid input states, the trajectory prediction results will be unconstrained, causing inaccurate predictions. More importantly, the autonomous vehicle may encounter blindspot accidents due to inaccurate predictions and unobservable vehicles [34]. Intuitively, we can construct a 'phantom vehicle' for every blind spot caused by the sensor limitations. Although these vehicles are virtual, they can be preset with suitable locations and velocities, so that a perception module can make trajectory predictions more carefully, and the autonomous vehicle can make safer maneuver decisions.
(2) Accuracy. For existing trajectory prediction models, the accuracy of the predicted future trajectories decreases over time, which is caused by two facts. From the physical view, the nearer the predicted future state, the more relevant it is to the historical states [16]. From the modeling view, the sequential decoding schema will accumulate errors over time [35]. The most straightforward solution is to predict the first future state for each surrounding conventional vehicle, which reduces multi-step trajectory prediction to one-step state prediction. This idea is motivated by two aspects. Firstly, one-step prediction not only retains the state with the highest accuracy, but also reduces the structural complexity of a model. Secondly, since the autonomous vehicle has to perceive surroundings and make maneuver decisions at each time step [14], [15], the one-step state prediction is enough for real-time maneuver decisions while the long-term future states are superfluous.
(3) Efficiency. Existing trajectory prediction models cannot perform fast surroundings perception for the autonomous vehicle. Specifically, they mainly focus on the trajectory prediction task of one target vehicle [25], [27], [28], [36]. Once the number of surrounding vehicles increases, they need to separately predict the future states of each surrounding vehicle to conduct surroundings perception, leading to poor computational efficiency. This limitation can be solved by designing a lightweight model that can perform parallel state prediction for multiple surrounding vehicles. The difficulty
of parallel prediction is how to decode all prediction results quickly and accurately. One can use multiple decoders to output the results separately or use a single decoder to output the results simultaneously [37], [38]. However, these tricks are difficult to balance efficiency and accuracy due to the sequential decoding of multi-step prediction. In our context, we only need to model the interaction of surrounding vehicles to complete parallel state prediction without redundant decoder computations, benefiting from the idea of one-step prediction with high accuracy.

## B. State Prediction for Surrounding Conventional Vehicles

According to the above analysis, we need an enhanced perception module that can 1) deal with incomplete historical states by constructing reasonable phantom vehicles; and 2) utilize the processed historical states to predict the one-step future states for multiple surrounding vehicles in parallel. Thus, we propose a graph-based state prediction model, called LST-GAT (Local Spatial-Temporal Graph ATtention), as the core unit of our enhanced perception module. The main idea is to first construct phantom vehicles based on observable surrounding vehicles and organize their relationships using spatial-temporal graph structure, and then utilize a graph attention mechanism with an LSTM to enable vehicle interactions and parallel prediction. We note that our prediction task faces local spatial states over local time periods caused by sensor limitations, unlike other global spatial-temporal tasks [27], [39]-[41] where spatial states are globally known all the time. In order to adapt to the local spatial-temporal prediction task, we first design a strategy of phantom vehicle construction to deal with incomplete historical states, which improves the applicability of our prediction model. The historical state of the autonomous vehicle, the surrounding vehicles, and the constructed phantom vehicles will be organized as a spatialtemporal graph, which can best preserve the relationships between vehicles during a historical period [42], [43]. Then a graph attention mechanism [44] with an LSTM [45] aggregates the nodes of the spatial-temporal graph with different importance scores and accomplishes parallel state predictions for surrounding vehicles, which accurately and efficiently predicts their one-step future states via a lightweight network structure. Next, we will formally define our state prediction task and give a detailed description of LST-GAT model.
State Prediction Task. Considering the interactive environment introduced in Section II. Our state prediction task is to predict the one-step future states of a set of target conventional vehicles around the autonomous vehicle, conditioning on the historical states of the autonomous vehicle and all surrounding conventional vehicles observed by the onboard sensor.

The problem can be defined as follows: at time step $t$, given the states (i.e., location and velocity) of the autonomous vehicle $A$ and all observed conventional vehicles $\mathbb{C}_{\text {obs }}$ within the historical period of $\{t-z+1, t-z+2, \ldots, t\}$, we predict the states of a set of target conventional vehicles $\mathbb{C}_{\text {tar }}$ $\left(\mathbb{C}_{t a r} \subseteq \mathbb{C}_{\text {obs }}\right)$ at time step $t+1 . z$ refers to the number of


Fig. 2. Example of Target Conventional Vehicles
historical time steps, and $\mathbb{C}_{\text {obs }}$ are observed by the sensor of $A$ within the detection range $\mathcal{R}$.
Based on the definition, at time step $t$, the inputs are 1) ( $C_{i}^{\tau}$.lat, $C_{i}^{\tau}$.lon), $C_{i}^{\tau} . v$ of each conventional vehicle $C_{i} \in$ $\mathbb{C}_{\text {obs }}$; and 2) ( $A^{\tau}$.lat, $A^{\tau}$.lon), $A^{\tau}$.v of the autonomous vehicle $A$ at each time step $\tau \in\{t-z+1, t-z+2, \ldots, t\}$. The outputs are ( $C_{i}^{t+1}$.lat, $C_{i}^{t+1}$.lon), $C_{i}^{t+1} . v$ of each conventional vehicle $C_{i} \in \mathbb{C}_{\text {tar }}$ at time step $t+1$.
Phantom Vehicle Construction. The phantom vehicle construction needs to complete three steps. The first step is to select target conventional vehicles from all observed conventional vehicles and check if the target conventional vehicles and their surrounding vehicles are missing. The second step is to construct some phantom vehicles to fill in the missing vehicles based on a properly designed strategy. The final step is to form a spatial-temporal graph using the historical states of all considered vehicles.
(1) Step 1. We select target conventional vehicles $\mathbb{C}_{t a r}$ from all observed conventional vehicles $\mathbb{C}_{\text {obs }}$ that have the most effect on the autonomous vehicle $A$, and we check if $\mathbb{C}_{\text {tar }}$ and their surrounding vehicles are missing due to the sensor limitations. To be specific, we select six target conventional vehicles around the autonomous vehicle as shown on the left side in Figure 2, which covers six key areas centered on $A$, i.e., 1) front left, 2) front, 3) front right, 4) rear left, 5) rear, and 6) rear right areas. This strategy is widely used [46]-[48] since the six vehicles have the most effect on the decision of the center vehicle. Further, since we need to predict the future states of the target conventional vehicles, the six vehicles around each of them also have the most effect on their future decisions [14]. Thus, we select six surrounding vehicles for each target conventional vehicle as shown on the right side in Figure 2. Ideally, $\mathbb{C}_{t a r}$ contains 6 vehicles $\left(\mathbb{C}_{\text {tar }}=\left\{C_{1}, C_{2}, \ldots, C_{6}\right\}\right)$ and each of them is surrounded by 6 vehicles $\left(\mathbb{C}_{i . s u r}=\left\{C_{i .1}, C_{i .2}, \ldots, C_{i .6}\right\}, i \in\{1,2, \ldots, 6\}\right)^{1}$. However, some of them are always missing due to the sensor limitations. In addition, if a vehicle is in the leftmost lane or rightmost lane, its left or right neighbors will be missing inherently. In step 1, we select $\mathbb{C}_{\text {tar }}$ and $\mathbb{C}_{i . s u r}(\forall i \in\{1,2, \ldots, 6\})$ from $\mathbb{C}_{\text {obs }}$ and $A$. If there is a missing vehicle, step 2 starts, otherwise, step 3 starts.
(2) Step 2. Once vehicles are found missing, we construct phantom vehicles to fill them based on a strategy. Before introducing the strategy, we identify three missing cases: 1) range missing, which is a sensor limitation caused by the limited detection range; 2) occlusion missing, which is
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Fig. 3. Strategy of Phantom Vehicle Construction
a sensor limitation caused by the poor detection accuracy under occlusions; and 3) inherent missing, which is sensorindependent that a center vehicle is in the leftmost or rightmost lane missing one-side neighbors. As shown in Figure 3, we first deal with missing target conventional vehicles, and then deal with missing vehicles around the target conventional vehicles. Next, we will detail their constructions.

Firstly, for any missing target conventional vehicle $C_{i} \in$ $\mathbb{C}_{t a r}$, we judge whether it is the range missing or the inherent missing. The two cases can be distinguished by the lateral lane number of the autonomous vehicle. The inherent missing exists when A.lat is 1 (leftmost lane) or $\kappa$ (rightmost lane), otherwise, the missing target conventional vehicle is the range missing. If it is the range missing, the historical states of $C_{i}$ will be preset as follows:

$$
\begin{align*}
& \left(C_{i}^{\tau} . l a t, C_{i}^{\tau} . l o n\right), C_{i}^{\tau} \cdot v= \\
& \left\{\begin{array}{lr}
\left(A^{\tau} . l a t-1, A^{\tau} . l o n+\mathcal{R}\right), A^{\tau} . v & A^{\tau} . l a t \neq 1 \text { and } i=1 \\
\left(A^{\tau} . l a t, A^{\tau} . l o n+\mathcal{R}\right), A^{\tau} . v & i=2 \\
\left(A^{\tau} . l a t+1, A^{\tau} . l o n+\mathcal{R}\right), A^{\tau} . v & A^{\tau} . l a t \neq \kappa \text { and } i=3 \\
\left(A^{\tau} . l a t-1, A^{\tau} . l o n-\mathcal{R}\right), A^{\tau} . v & A^{\tau} . l a t \neq 1 \text { and } i=4 \\
\left(A^{\tau} . l a t, A^{\tau} . l o n-\mathcal{R}\right), A^{\tau} . v & i=5 \\
\left(A^{\tau} . l a t+1, A^{\tau} . l o n-\mathcal{R}\right), A^{\tau} . v & A^{\tau} . l a t \neq \kappa \text { and } i=6
\end{array}\right. \tag{4}
\end{align*}
$$

where $\tau \in\{t-z+1, t-z+2, \ldots, t\}$ and $\mathcal{R}$ is the radius of the sensor detection range. The constructed phantom vehicle for the range missing is placed as far as the sensor can detect to make up for the limited detection range. If $C_{i}$ is the inherent missing, the historical states will be preset as follows:

$$
\begin{align*}
& \left(C_{i}^{\tau} \cdot \text { lat }, C_{i}^{\tau} \cdot \text { lon }\right), C_{i}^{\tau} \cdot v= \\
& \begin{cases}\left(0, A^{\tau} \cdot l o n\right), A^{\tau} \cdot v & A^{\tau} . l a t=1 \text { and } i \in\{1,4\} \\
\left(\kappa+1, A^{\tau} \cdot l o n\right), A^{\tau} \cdot v & A^{\tau} . l a t=\kappa \text { and } i \in\{3,6\}\end{cases} \tag{5}
\end{align*}
$$

The constructed phantom vehicle for the inherent missing is placed outside the leftmost and rightmost lanes as a moving road boundary.

Then for any missing vehicle $C_{i . j}$ around $C_{i}\left(C_{i . j} \in\right.$ $\mathbb{C}_{i . \text { sur }}$ ), we first judge whether $C_{i}$ is a constructed phantom vehicle or not. If $C_{i}$ is a phantom vehicle, the historical states of its surrounding vehicles $\mathbb{C}_{i . \text { sur }}$ are filled with zero states (i.e., zero-padding [49]), since they do not need to be constructed based on an uncertain vehicle. If $C_{i}$ is an observed vehicle, we then determine whether $C_{i . j}$ is the occlusion missing or not. We prioritize the occlusion missing as it is most likely to cause blind-spot accidents [34] compared to the range and inherent missing. Once we find that $C_{i . j}$ may be occluded


Fig. 4. Examples of Occlusion Missing
by $C_{i}$, we construct a phantom vehicle in the occluded area, and the historical states will be preset as follows:

$$
\begin{align*}
& \left(C_{i . j}^{\tau} \cdot l a t, C_{i . j}^{\tau} \cdot l o n\right), C_{i . j}^{\tau} \cdot v:= \\
& \begin{cases}\left(C_{i}^{\tau} \cdot l a t-1, C_{i}^{\tau} \cdot l o n+d_{l o n}\left(C_{i}^{\tau}, A^{\tau}\right)\right), C_{i}^{\tau} \cdot v & (i, j) \in\{(1,1),(4,4)\} \\
\left(C_{i}^{\tau} \cdot l a t, C_{i}^{\tau} \cdot l o n+d_{l o n}\left(C_{i}^{\tau}, A^{\tau}\right)\right), C_{i}^{\tau} \cdot v & (i, j) \in\{(2,2),(5,5)\} \\
\left(C_{i}^{\tau} \cdot l a t+1, C_{i}^{\tau} \cdot l o n+d_{l o n}\left(C_{i}^{\tau}, A^{\tau}\right)\right), C_{i}^{\tau} \cdot v & (i, j) \in\{(3,3),(6,6)\}\end{cases} \tag{6}
\end{align*}
$$

where $d_{l o n}\left(C_{i}^{\tau}, A^{\tau}\right)$ is the relative longitudinal distance between $C_{i}$ and $A$ at time step $\tau$ defined by Equation (1). The constructed phantom vehicle for the occlusion missing is placed in an occluded position, obeying the basic geometry as shown in Figure 4. If $C_{i . j}$ is not occluded by $C_{i}$, it is either the range missing or the inherent missing. Therefore, the phantom vehicle construction for $C_{i . j}$ is similar to that of the missing target conventional vehicle $C_{i}$. The historical states of $C_{i . j}$ are preset as Equation (4) and Equation (5) under the range missing and the inherent missing, respectively, by replacing $A^{\tau}$ with $C_{i}^{\tau}$.
(3) Step 3. So far, $\mathbb{C}_{t a r}$ and $\mathbb{C}_{i . s u r}(\forall i \in\{1,2, \ldots, 6\})$ are available, we organize them using spatial-temporal graph structure. In order to better reflect the relationships between the autonomous vehicle and a conventional vehicle, we first replace the historical states of conventional vehicles $\left(\mathbb{C}_{\text {tar }}\right.$ and $\mathbb{C}_{i . s u r}$ ) with the states relative to the autonomous vehicle $A$, i.e., $\left(d_{\text {lat }}\left(C^{\tau}, A^{\tau}\right), d_{\text {lon }}\left(C^{\tau}, A^{\tau}\right)\right), v\left(C^{\tau}, A^{\tau}\right)$, which are defined in Section II. The autonomous vehicle still maintains its raw historical state of $\left(A^{\tau}\right.$.lat, $A^{\tau}$.lon $), A^{\tau} . v$ to indicate the reference values. Hereafter, we formulate the historical state vector $h_{C_{i}^{\tau}} \in \mathbb{R}^{4}$ of each $C_{i} \in \mathbb{C}_{\text {tar }}$ at each time step $\tau \in\{t-z+1, t-z+2, \ldots, t\}$ as follows:

$$
\begin{equation*}
h_{C_{i}^{\tau}}=\left[d_{l a t}\left(C_{i}^{\tau}, A^{\tau}\right), d_{l o n}\left(C_{i}^{\tau}, A^{\tau}\right), v\left(C_{i}^{\tau}, A^{\tau}\right), I F_{C_{i}}\right] \tag{7}
\end{equation*}
$$

where $I F_{C_{i}}$ is a binary code used to indicate if $C_{i}$ is a phantom vehicle or not. The historical state vector $h_{C_{i . j}^{\tau}} \in \mathbb{R}^{4}$ of each $C_{i . j} \in \mathbb{C}_{i . \text { sur }}$ at time step $\tau \in\{t-z+1, t-z+2, \ldots, t\}$ is formulated as follows:
$h_{C_{i . j}^{\tau}}=\left\{\begin{array}{rr}{\left[A^{\tau} . l a t, A^{\tau} . l o n, A^{\tau} . v, 0\right]} & (i, j) \in\{(1,6),(2,5),(3,4),(4,3), \\ (5,2),(6,1)\} \\ {\left[d_{\text {lat }}\left(C_{i . j}^{\tau}, A^{\tau}\right), d_{l o n}\left(C_{i . j}^{\tau}, A^{\tau}\right), v\left(C_{i . j}^{\tau}, A^{\tau}\right), \text { IF } F_{C_{i . j}}\right] \text { otherwise }}\end{array}\right.$
(8)
where the first row notes that $C_{1.6}, C_{2.5}, C_{3.4}, C_{4.3}, C_{5.2}$, and $C_{6.1}$ use the raw historical states of $A$ (i.e., $h_{A^{\tau}}$ ), since each $C_{i} \in \mathbb{C}_{t a r}$ is also surrounded by the autonomous vehicle $A$, and 0 indicates $I F_{A}=0$.

Next, considering $\mathbb{C}_{\text {tar }}$ and $\mathbb{C}_{i . s u r}$ as nodes and their relationships as edges, at time step $t$, we can construct a spatial-temporal graph as follows:

$$
\begin{equation*}
G(t)=[g(t-z+1), g(t-z+2), \ldots, g(t)] \tag{9}
\end{equation*}
$$



Fig. 5. Network Structure of LST-GAT
where $g(\tau)=(\mathcal{V}(\tau), \mathcal{E}), \tau \in\{t-z+1, t-z+2, \ldots, t\} . \mathcal{V}(\tau)$ is the node set and each node contains the state vector of a vehicle at time step $\tau . \mathcal{E}$ is the time-independent edge set since all considered vehicles are available and their relationships are fixed. The spatial-temporal graph $G(t)$ consists of the spatial graph $g(\tau)$ propagating along the time step $\tau$. To illustrate, (1) adding vehicles including $\mathbb{C}_{\text {tar }}, \mathbb{C}_{i . s u r}$ to the node set. So there are $42(6+6 \times 6)$ nodes in the beginning. (2) Adding directed edges from $C_{i}$ to each $C_{i . j} \in \mathbb{C}_{i . s u r} \forall i \in\{1,2, \ldots, 6\}$. (3) Adding directed edges from $C_{i}$ to $C_{i}$ (self-loops). Now a spatial graph is completed. We repeat (1)-(3) $z$ times (i.e., from $t-z+1$ to $t$ ) to form the spatial-temporal graph $G(t)$, which will be fed to the network.
Network Structure. The network structure of LST-GAT consists of a graph attention mechanism and an LSTM as shown in Figure 5. Attention mechanisms have been verified to be effective in various graph-based tasks [44], [50]-[52]. Among them, the graph attention mechanism [44] especially inspires us since it shows an effective approach to capture the spatial relationships between nodes without requiring costly matrix operations. Thus, we first use a graph attention mechanism to aggregate some nodes of each spatial graph in the spatialtemporal graph with different importance scores, which updates the nodes of target conventional vehicles by interacting with their surrounding vehicles. Then we input the updated nodes of target conventional vehicles at each historical time step to an LSTM, which effectively captures their latent temporal dependencies [26], [45] and outputs their future states in parallel. We will introduce our graph attention mechanism and LSTM separately.

Firstly, we apply a sharing attention mechanism to deal with each spatial graph in the spatial-temporal graph. It receives $G(t)$ and produces the updated historical state vectors of all target conventional vehicles. To be specific, we update all target conventional vehicles by computing importance scores of each surrounding vehicle of a target conventional vehicle (including itself) and aggregate their historical states using the different importance scores. Following the standard procedure [43], [44], for each $g(\tau)(\forall \tau \in\{t-z+1, t-z+2, \ldots, t\})$, the importance scores $\alpha_{C_{i x}^{\tau}}$ of each $C_{i x} \in \mathbb{C}_{i . s u r} \cup\left\{C_{i}\right\}$ ( $\forall i \in\{1,2, \ldots, 6\}$ ) is computed as follows:
$\alpha_{C_{i x}^{\tau}}=\frac{\exp \left(\operatorname{LeakyReLU}\left(\phi_{2}\left[\phi_{1} h_{C_{i}^{\tau}} \| \phi_{1} h_{C_{x}^{\tau}}\right]\right)\right)}{\sum_{C_{i x} \in \mathbb{C}_{i, s u r} \cup\left\{C_{i}\right\}} \exp \left(\operatorname{LeakyReLU}\left(\phi_{2}\left[\phi_{1} h_{C_{i}^{\tau}} \| \phi_{1} h_{C_{i x}^{\tau}}\right]\right)\right)}$
where $\phi_{1} \in \mathbb{R}^{D_{\phi_{1}} \times 4}$ is the linear transformation for historical states ( $D_{\phi_{1}}$ denotes the dimensions), $\|$ is the concatenation operation, and $\phi_{2} \in \mathbb{R}^{2 D_{\phi_{1}}}$ is the linear transformation for computing an attentional coefficient. Then we update the
historical states of each target conventional vehicle $C_{i} \in \mathbb{C}_{\text {tar }}$ as follows:

$$
\begin{equation*}
h_{C_{i}^{\tau}}^{\prime}=\sum_{C_{i x} \in \mathbb{C}_{i, s u r} \cup\left\{C_{i}\right\}} \alpha_{C_{i x}^{\tau}} * \phi_{3} h_{C_{i x}^{\tau}} \tag{11}
\end{equation*}
$$

where $*$ represents the element-wise production, $\phi_{3} \in \mathbb{R}^{D_{\phi_{3}} \times 4}$ is the linear transformation for historical states ( 4 refers to the dimensions of $h_{C_{i x}^{\tau}}$ ).
Secondly, we use an LSTM [45] to capture the latent temporal dependencies of the updated historical states and output the future state of each target conventional vehicle in parallel. Specifically, the updated historical state $h_{C_{i}^{\tau}}^{\prime}$ of each target conventional vehicle $C_{i} \in \mathbb{C}_{\text {tar }}$ at each time step $\tau \in\{t-z+1, t-z+2, \ldots, t\}$ is fed into an LSTM, which outputs the hidden state vector at each time step as follows:

$$
\begin{equation*}
h_{C_{i}^{\tau}}^{\prime \prime}=\operatorname{LSTM}\left(h_{C_{i}^{\tau}}^{\prime}, h_{C_{i}^{\tau-1}}^{\prime \prime} ; W_{l}\right) \tag{12}
\end{equation*}
$$

where $W_{l}$ denotes the learnable parameters of LSTM and $h_{C_{i}^{\tau}}^{\prime \prime} \in \mathbb{R}^{D_{l}}\left(D_{l}\right.$ is the dimensions of LSTM hidden state vectors), and $h_{C_{i}^{\tau-1}}^{\prime \prime}$ defaults to zeros when $\tau$ is $t-z+1$. Then the predicted future state $\hat{f}_{C_{i}^{t+1}}$ of each target conventional vehicle $C_{i} \in \mathbb{C}_{t a r}$ at time step $t+1$ is computed as follows:

$$
\begin{equation*}
\hat{f}_{C_{i}^{t+1}}=\phi_{4} h_{C_{i}^{t}}^{\prime \prime}+b_{4} \tag{13}
\end{equation*}
$$

where $\phi_{4} \in \mathbb{R}^{3 \times D_{l}}$ is the linear transformation for the final hidden state vector $h_{C_{i}^{t}}^{\prime \prime}$ and $b_{4}$ is the bias of $\phi_{4} \cdot \hat{f}_{C_{i}^{t+1}}$ can be expanded out as $\left[\hat{l}_{\text {lat }}^{i}\left(C_{i}^{t+1}, A^{t}\right), \hat{d}_{\text {lon }}\left(C_{i}^{t+1}, A^{t}\right), \hat{v}\left(C_{i}^{t+1}, A^{t}\right)\right]$, which refers to the predicted relative states of a target conventional vehicle at time step $t+1$ relative to the autonomous vehicle at time step $t$. We note that Equation (12) and Equation (13) support the parallel computation of all target conventional vehicles [53] with batched sequences.
Prediction Objective. Evidently, the prediction of $\hat{f}_{C_{i}^{t+1}}$ $\left(\forall C_{i} \in \mathbb{C}_{\text {tar }}\right)$ is a regression task. In the duration of interest $\mathbb{T}^{2}$, our network needs to minimize the loss function as follows:

$$
\begin{equation*}
\mathcal{L}_{1}=\frac{1}{|\mathbb{T}|} \sum_{t+1 \in \mathbb{T}} \sum_{C_{i} \in \mathbb{C}_{t a r}}\left(f_{C_{i}^{t+1}}-\hat{f}_{C_{i}^{t+1}}\right)^{2} \tag{14}
\end{equation*}
$$

where $|\mathbb{T}|$ denotes the length of $\mathbb{T}$, and $f_{C_{i}^{t+1}}$ denotes the ground truth of $\left[d_{\text {lat }}\left(C_{i}^{t+1}, A^{t}\right), d_{\text {lon }}\left(C_{i}^{t+1}, A^{t}\right), v\left(C_{i}^{t+1}, A^{t}\right)\right]$. In particular, if $C_{i}$ is a constructed phantom vehicle, we will set the ground truth as $f_{C_{i}^{t+1}}=\hat{f}_{C_{i}^{t+1}}$ to mask its loss.

## IV. Maneuver Decision

Borrowing strengths from the enhanced perception module, the future states of target conventional vehicles are fed into the decision module as augmented states. This allows the decision model to make predictive decisions in dynamic environments. In this section, we first formulate our maneuver decision task as a Parameterized Action Markov Decision Process (PAMDP) with a discrete-continuous hybrid action space. Then we use a deep reinforcement learning-based model and a hybrid reward function to solve this PAMDP, which learns a policy for the autonomous vehicle to perform optimal maneuvers.

## A. Parameterized Action Markov Decision Process

According to the definition in Section II, $\left(A^{t} . b, A^{t} . a\right)$ is the maneuver of $A$ at time step $t$, where $b$ is one of the three lateral lane change behaviors, i.e., $b \in\{l l, l r, l k\})$, and $a$ refers to the longitudinal acceleration. In our maneuver decision task, the lateral lane change behavior is discrete and the longitudinal acceleration is continuous. We formulate the maneuver decision of the autonomous vehicle as a Parameterized Action Markov Decision Process (PAMDP) [54] with a discrete-continuous hybrid action space, denoted by $\mathcal{M}=\left(\mathcal{S}_{+}, \mathcal{A}, \mathcal{T}, r, \gamma\right)$, where $\mathcal{S}_{+}$is a set of augmented states, $\mathcal{A}$ is a parameterized action space, $\mathcal{T}$ is a state transition probability distribution, $r$ is a reward function, and $\gamma \in[0,1)$ is a discount factor. Next, we will detail the main tuples in $\mathcal{M}$.
Augmented State. Instead of simply using the current states of the autonomous vehicle $A$ and the target conventional vehicles $\mathbb{C}_{t a r}=\left\{C_{1}, C_{2}, \ldots, C_{6}\right\}$ at time step $t$, we augment the future states of $\mathbb{C}_{\text {tar }}$ at time step $t+1$. Such augmentation enables the autonomous vehicle to receive possible changes of surrounding conventional vehicles to reduce the impact on them and avoid accidents. The current states refer to the latest historical states of the autonomous vehicle and the target conventional vehicles at time step $t$, and the future states refer to the predicted states of the target conventional vehicles at time step $t+1$, both derived from the enhanced perception module. Formally, the augmented state $s_{+}^{t}$ at time step $t$ is defined as $s_{+}^{t}=\left[h^{t}, \hat{f}^{t+1}\right]$. The current states $h^{t}$ are formulated as follows:

$$
\begin{equation*}
h^{t}=\left[h_{A^{t}}, h_{C_{1}^{t}}, h_{C_{2}^{t}}, h_{C_{3}^{t}}, h_{C_{4}^{t}}, h_{C_{5}^{t}}, h_{C_{6}^{t}}\right] \tag{15}
\end{equation*}
$$

where $h_{A^{t}}=\left[A^{t} . l a t, A^{t} . l o n, A^{t} . v, 0\right]$ and $h_{C_{i}^{t}}=\left[d_{\text {lat }}\left(C_{i}^{t}, A^{t}\right)\right.$, $\left.d_{l o n}\left(C_{i}^{t}, A^{t}\right), v\left(C_{i}^{t}, A^{t}\right), I F_{C_{i}}\right]$ based on Equation (7) and Equation (8). The future states $\hat{f}^{t+1}$ are formulated as follows:

$$
\begin{equation*}
\hat{f}^{t+1}=\left[\hat{f}_{C_{1}^{t+1}}^{\prime}, \hat{f}_{C_{2}^{t+1}}^{\prime}, \hat{f}_{C_{3}^{t+1}}^{\prime}, \hat{f}_{C_{4}^{t+1}}^{\prime}, \hat{f}_{C_{5}^{t+1}}^{\prime}, \hat{f}_{C_{6}^{t+1}}^{\prime}\right] \tag{16}
\end{equation*}
$$

where $\hat{f}_{C_{i}^{t+1}}^{\prime}=\left[\hat{d}_{\text {lat }}\left(C_{i}^{t+1}, A^{t}\right), \hat{d}_{\text {lon }}\left(C_{i}^{t+1}, A^{t}\right), \hat{v}\left(C_{i}^{t+1}, A^{t}\right), I F_{C_{i}}\right]$ based on Equation (13), and $I F_{C_{i}}$ is a binary code used to indicate whether $C_{i}$ is a phantom vehicle or not $\left(C_{i} \in \mathbb{C}_{\text {tar }}\right)$. Action. The maneuver of the autonomous vehicle follows the discrete-continuous hybrid action space, namely the parameterized action space [54], [55]. We define the action $a c^{t}$ at time step $t$ as follows:

$$
\begin{equation*}
a c^{t}=\left(A^{t} \cdot b, A^{t} \cdot a\right) \tag{17}
\end{equation*}
$$

where $b \in\{l l, l r, l k\}$ is a discrete lateral lane change behavior and $a \in\left[-a^{\prime}, a^{\prime}\right]$ is a continuous longitudinal acceleration that ranges from $-a^{\prime}$ to $a^{\prime}$. The formulation indicates that each discrete $A^{t} . b$ has a corresponding continuous actionparameter $A^{t} . a$, which expresses our maneuver through the parameterized action space.
State Transition. After the autonomous vehicle plays an action $a c^{t}$ at an augmented state $s_{+}^{t}$, we first update the current state $h_{A^{t+1}}$ of $A$ at time step $t+1$ as follows:

$$
\begin{align*}
& h_{A^{t+1}}=\left[A^{t+1} . l a t, A^{t+1} \cdot l o n, A^{t+1} \cdot v, 0\right]= \\
& {\left[A^{t} \cdot l a t+\overline{A^{t} \cdot b}, A^{t} \cdot l o n+A^{t} \cdot v \Delta t+0.5 A^{t} \cdot a(\Delta t)^{2}, A^{t} \cdot v+A^{t} \cdot a \Delta t, 0\right]} \tag{18}
\end{align*}
$$

where $\overline{A^{t} . b}$ equals to $-1\left(A^{t} . b=l l\right),+1\left(A^{t} . b=l r\right)$ or $0\left(A^{t} . b=l k\right)$, and $\Delta t$ is the time interval between two consecutive time steps. Then the current state $h_{C_{i}^{t+1}}$ of each $C_{i} \in \mathbb{C}_{t a r}$ at time step $t+1$ can be obtained via the sensor detection of the enhanced perception module. Accordingly, the future state $\hat{f}_{C_{i}^{t+2}}^{\prime}$ of each $C_{i} \in \mathbb{C}_{t a r}$ at time step $t+2$ can be predicted by executing LST-GAT model in the enhanced perception module. At last, $s_{+}^{t}$ is updated to $s_{+}^{t+1}$. We note that once the autonomous vehicle reaches the destination of the road or causes a collision (e.g., a vehicle crash or hitting a road boundary), the augmented state will change to the terminal state $s_{T}$ by default. In the scenario of autonomous driving, the state transition probability distribution $\mathcal{T}\left(s_{+}^{t+1} \mid s_{+}^{t}, a c^{t}\right)$ is non-deterministic due to the dynamic environment. Thus, we exploit a model-free reinforcement learning [56] algorithm.
Reward. Once the autonomous vehicle plays an action $a c^{t}$ at an augmented state $s_{+}^{t}$, it will receive a reward as feedback, i.e., $r^{t}$. We construct a hybrid reward function to determine $r^{t}$, by considering four aspects: 1) safety, 2) efficiency, 3) comfort, and 4) impact, which are detailed in Section IV-C.
Based on the above PAMDP, we are required to find a policy $\pi$ that tells the autonomous vehicle which is the best action to choose in each augmented state.

## B. Deep Reinforcement Learning for Maneuver Decision

There are two main approaches to learning with parameterized actions: 1) alternate between optimizing the discrete actions and continuous action-parameters separately, e.g., PQP [57]; or 2) collapse the parameterized action space into a continuous one, e.g., P-DDPG [58]. Both of them fail to fully exploit the structure present in parameterized action problems [55]. The former does not share information between the action and action-parameter policies, while the latter does not take into account which action-parameter is associated with which action. Recently, Parameterized Deep Q-Network (PDQN) [54], [55] is proposed to directly learn the policy in the parameterized action space, which is a state-of-the-art method for solving PAMDP. However, this method shares the network structure for different inputs, which can lead to erroneous interactions between inputs with different scales, a.k.a. wrong weight sharing. Based on the optimization paradigm of P DQN [54], we improve the structure and propose a novel network, called BP-DQN (Branched $\underline{P}$ arameterized Deep $\underline{\text { Q- }}$ Network), which handles different inputs separately. Next, we introduce the optimization paradigm based on P-DQN and detail the network structure of BP-DQN.
Optimization. The goal of our deep reinforcement learning is to learn a policy $\pi$ with maximal expected $\gamma$-discounted cumulative reward, i.e., action-value function [59], as follows:

$$
\begin{equation*}
Q^{*}\left(s_{+}^{t}, a c^{t}\right)=\max _{\pi} \mathbb{E}\left[\sum_{t^{\prime} \geq t} r^{t^{t^{\prime}}-t} r\left(s_{+}^{t^{\prime}}, a c^{t^{\prime}}\right) \mid \pi\right] \tag{19}
\end{equation*}
$$

where $\gamma \in[0,1)$ is a discount factor. The optimal policy is obtained by solving the optimal action-value function $Q^{*}$. We adopt P-DQN [54] as the reinforcement learning paradigm


Fig. 6. Network Structure of BP-DQN
to solve our PAMDP, which defines the Bellman equation to estimate $Q^{*}$ as follows:

$$
\begin{align*}
& Q\left(s_{+}^{t}, a c^{t}\right):=Q\left(s_{+}^{t}, A^{t} \cdot b, A^{t} \cdot a\right)=\mathbb{E}_{s_{+}^{t+1}}\left[r\left(s_{+}^{t}, a c^{t}\right)+\right. \\
& \left.\gamma \max _{b \in\{l l, l r, l k\}} \sup _{a \in\left[-a^{\prime}, a^{\prime}\right]} Q\left(s_{+}^{t+1}, A^{t+1} \cdot b, A^{t+1} \cdot a\right) \mid s_{+}^{t}, A^{t} \cdot b, A^{t} \cdot a\right] \tag{20}
\end{align*}
$$

To avoid the intractable calculation of sup, it states that when $Q$ is fixed, we can view $\arg \sup _{a \in\left[-a^{\prime}, a^{\prime}\right]} Q\left(s_{+}^{t+1}, A^{t+1} . b, A^{t+1} . a\right)$ as a function $x\left(s_{+}^{t+1}, A^{t+1} . b\right)$. Then we can rewrite the above Bellman equation as follows:

$$
\begin{align*}
& Q\left(s_{+}^{t}, a c^{t}\right):=Q\left(s_{+}^{t}, A^{t} \cdot b, A^{t} . a\right)=\mathbb{E}_{s_{+}^{t+1}}\left[r\left(s_{+}^{t}, a c^{t}\right)+\right. \\
& \left.\gamma \max _{b \in\{l l, l r, l k\}} Q\left(s_{+}^{t+1}, A^{t+1} . b, x\left(s_{+}^{t+1}, A^{t+1} . b\right)\right) \mid s_{+}^{t}, A^{t} \cdot b, A^{t} \cdot a\right] \tag{21}
\end{align*}
$$

Then we can use a deep neural network $Q\left(s_{+}^{t}, A^{t} . b, A^{t} . a ; \theta_{Q}\right)$ to approximate $Q\left(s_{+}^{t}, A^{t} . b, A^{t}\right)$, where $\theta_{Q}$ is the learnable weights. Moreover, we approximate $x\left(s_{+}^{t}, A^{t} . b\right)$ using a deterministic policy network $x\left(s_{+}^{t}, A^{t} . b ; \theta_{x}\right)$, where $\theta_{x}$ is the learnable weights [56]. Accordingly, it is easy to apply the standard DQN [59] approach of minimizing the mean-squared Bellman error to update $Q$ network using mini-batches sampled from the replay buffer $\mathcal{B}$, as follows:

$$
\begin{align*}
& \mathcal{L}_{2}=\mathbb{E}_{\left(s_{+}^{t}, A^{t} . b, A^{t}, r\left(s_{+}^{t}, a c^{t}\right), s_{+}^{t+1}\right) \sim \mathcal{B}}\left[\frac{1}{2}\left(y-Q\left(s_{+}^{t}, A^{t} . b, A^{t} . a ; \theta_{Q}\right)\right)^{2}\right] \\
& y=r\left(s_{+}^{t}, a c^{t}\right)+\gamma \max _{b \in\{l l, l r, l k\}} Q\left(s_{+}^{t+1}, A^{t+1} . b, x\left(s_{+}^{t+1}, A^{t+1} . b ; \theta_{x}\right) ; \theta_{Q}\right) \tag{22}
\end{align*}
$$

The loss of $x$ network is given by the negative sum [56] of $Q$ values with fixed $\theta_{Q}$, as follows:

$$
\begin{equation*}
\mathcal{L}_{3}=\mathbb{E}_{s_{+}^{t} \sim \mathcal{B}}\left[-\sum_{b \in\{l l, l r, l k\}} Q\left(s_{+}^{t}, A^{t} . b, x\left(s_{+}^{t}, A^{t} . b ; \theta_{x}\right) ; \theta_{Q}\right)\right] \tag{23}
\end{equation*}
$$

Following $\mathcal{L}_{2}, \mathcal{L}_{3}$ and the standard training process used in P-DQN [54], we acquire the optimal action-value function $Q^{*}$. Then the optimal policy is able to select the best action with $\arg \max _{a c^{t} \in \mathcal{A}} Q^{*}\left(s_{+}^{t}, a c^{t}\right)$ at time step $t$.
Network Structure. The basic structure of P-DQN [54] consists of two networks, each of which is a single-branch computation for some inputs. In contrast to $\mathrm{P}-\mathrm{DQN}$, the structure of our BP-DQN consists of two networks ( $x$ and $Q$ ), each with multiple computational branches to compute different inputs separately, as shown in Figure 6. Using BP-DQN can effectively avoid erroneous weight sharing between inputs of different scales and improve the performance of P-DQN. Next, we introduce $x$ network and $Q$ network of BP-DQN.

The input of $x$ network is the augmented state $s_{+}^{t}=$ [ $h^{t}, \hat{f}^{t+1}$ ], and the output consists of three longitudinal accelerations corresponding to three lateral lane change behaviors,
i.e., $x_{o u t}^{t}=\left[A^{t} .\left.a\right|_{A^{t} . b=l l}, A^{t} .\left.a\right|_{A^{t} . b=l r}, A^{t} .\left.a\right|_{A^{t} . b=l k}\right]$. We first process $h^{t}$ and $\hat{f}^{t+1}$ respectively in two branches, then merge their intermediate results and calculate $x_{\text {out }}^{t}$. For $h^{t} \in \mathbb{R}^{4 \times 7}$ and $\hat{f}^{t+1} \in \mathbb{R}^{4 \times 6}$, we calculate their intermediate vectors, as follows:

$$
\begin{align*}
& h_{h^{t}}=\operatorname{Re} L U\left(\phi_{6} \operatorname{Re} L U\left(\phi_{5} h^{t}+b_{5}\right)+b_{6}\right) \\
& f_{\hat{f}^{t+1}}=\operatorname{Re} L U\left(\phi_{8} \operatorname{Re} L U\left(\phi_{7} \hat{f}^{t+1}+b_{7}\right)+b_{8}\right) \tag{24}
\end{align*}
$$

where $\phi_{5} \in \mathbb{R}^{D_{\phi_{5}} \times 4}, \phi_{6} \in \mathbb{R}^{D_{\phi_{5}}}, \phi_{7} \in \mathbb{R}^{D_{\phi_{7}} \times 4}$, and $\phi_{8} \in$ $\mathbb{R}^{D_{\phi_{7}}}$ are the linear transformations, and $b_{5}, b_{6}, b_{7}, b_{8}$ are their biases. Then we calculate $x_{\text {out }}^{t}$ as follows:

$$
\begin{equation*}
x_{o u t}^{t}=a^{\prime} * \operatorname{Tanh}\left(\phi_{9}\left[h_{h^{t}} \| f_{\hat{f}^{t+1}}\right]+b_{9}\right) \tag{25}
\end{equation*}
$$

where $a^{\prime}$ is the is the boundary of acceleration, $\phi_{9} \in \mathbb{R}^{3 \times 13}$ and $b_{9}$ is the bias. Thus, three longitudinal accelerations inside $x_{o u t}^{t}$ will be limited from $-a^{\prime}$ to $a^{\prime}$, following the action range of PAMDP.

The inputs of $Q$ network consists of the augmented state $s_{+}^{t}=\left[h^{t}, \hat{f}^{t+1}\right]$ and the output $x_{o u t}^{t}$ from $x$ network. The outputs of $Q$ network are three $Q$ values corresponding to three longitudinal accelerations inside $x_{\text {out }}^{t}$, i.e., $Q_{\text {out }}^{t}=$ $\left[\left.Q\right|_{x_{\text {out }_{1}}^{t}},\left.Q\right|_{x_{\text {out }_{2}}^{t}},\left.Q\right|_{x_{\text {out }_{3}}^{t}}\right]$. Similar to $x$ network, We first process $h^{t}, \hat{f}^{t+1}$, and $x_{\text {out }}^{t}$ respectively in three branches, then merge their intermediate results and calculate $Q_{o u t}^{t}$. For $h^{t} \in \mathbb{R}^{4 \times 7}, \hat{f}^{t+1} \in \mathbb{R}^{4 \times 6}$, and $x_{\text {out }}^{t} \in \mathbb{R}^{3}$, we calculate their intermediate vectors as follows:

$$
\begin{align*}
& h_{h^{t}}^{\prime}=\operatorname{Re} L U\left(\phi_{11} \operatorname{Re} L U\left(\phi_{10} h^{t}+b_{10}\right)+b_{11}\right) \\
& f_{\hat{f}^{t+1}}^{\prime}=\operatorname{Re} L U\left(\phi_{13} \operatorname{Re} L U\left(\phi_{12} \hat{f}^{t+1}+b_{12}\right)+b_{13}\right)  \tag{26}\\
& x_{x_{o u t}^{t}}^{\prime}=\operatorname{Re} L U\left(\phi_{15} \operatorname{Re} L U\left(\phi_{14} x_{o u t}^{t}+b_{14}\right)+b_{15}\right)
\end{align*}
$$

where $\phi_{10} \in \mathbb{R}^{D_{\phi_{10}} \times 4}, \phi_{11} \in \mathbb{R}^{D_{\phi_{10}}}, \phi_{12} \in \mathbb{R}^{D_{\phi_{12}} \times 4}, \phi_{13} \in$ $\mathbb{R}^{D_{\phi_{12}}}, \phi_{14} \in \mathbb{R}^{D_{\phi_{14}} \times 3}$, and $\phi_{15} \in \mathbb{R}^{3 \times D_{\phi_{14}}}$ are the linear transformations, and $b_{10}, b_{11}, b_{12}, b_{13}, b_{14}$, and $b_{15}$ are their biases. Then we calculate $Q_{o u t}^{t}$ as follows:

$$
\begin{equation*}
Q_{o u t}^{t}=\phi_{16}\left[h_{h^{t}}^{\prime}\left\|f_{\hat{f}^{t+1}}^{\prime}\right\| x_{x_{\text {out }}^{t}}^{\prime}\right]+b_{16} \tag{27}
\end{equation*}
$$

where $\phi_{16} \in \mathbb{R}^{3 \times 16}$ and $b_{16}$ is the bias. $Q_{\text {out }}^{t}$ indicates three expected $\gamma$-discounted cumulative rewards w.r.t. three longitudinal accelerations inside $x_{\text {out }}^{t}$. Thus, the policy selects the best action with $\arg \max _{x_{\text {out }_{i}}} \in\left\{x_{\text {out }_{1}}^{t}, x_{\text {out }_{2}}^{t}, x_{\text {out }_{3}}^{t}\right\} Q_{o u t}^{t}$, where $x_{\text {out }_{1}}^{t}=$ $\left.A^{t} \cdot a\right|_{A^{t} . b=l l}, x_{o u t_{2}}^{t}=\left.A^{t} \cdot a\right|_{A^{t} . b=l r}$, and $x_{o u t_{3}}^{t}=\left.A^{t} \cdot a\right|_{A^{t} . b=l k}$.

## C. Hybrid Reward Function

The hybrid reward function serves as an exploration signal to teach the autonomous vehicle to learn the optimal policy. In this work, a good action of the autonomous vehicle should be safe, efficient, comfortable, and with minimal negative impacts on its surrounding conventional vehicles. Therefore, we construct a hybrid reward function considering four aspects: 1) safety, 2) efficiency, 3) comfort, and 4) impact, as follows:

$$
\begin{equation*}
r^{t}=w_{1} r_{1}^{t}+w_{2} r_{2}^{t}+w_{3} r_{3}^{t}+w_{4} r_{4}^{t} \tag{28}
\end{equation*}
$$

where $w_{1}, w_{2}, w_{3}$, and $w_{4}$ are four tunable coefficients to adjust the importance of safety, efficiency, comfort, and impact, respectively. Next, we define the reward values for safety $\left(r_{1}^{t}\right)$, efficiency $\left(r_{1}^{t}\right)$, comfort $\left(r_{3}^{t}\right)$, and impact $\left(r_{4}^{t}\right)$.

Safety. Time to collision (TTC), as a widely used safety indicator, represents the time span left before a collision if two vehicles maintain their current velocities [60]. Following the standard definition [11], we mainly consider TTC of the autonomous vehicle with its front conventional vehicle, after the autonomous vehicle plays an action, i.e., $T T C^{t+1}=$ $\frac{d_{l a t}\left(C_{2}^{t+1}, A^{t+1}\right)}{-v\left(C_{2}^{t+1}, A^{t+1}\right)}$, where $v\left(C_{2}^{t+1}, A^{t+1}\right)<0$ (otherwise $T T C^{t+1}$ is invalid). Further, if the autonomous vehicle causes a collision, we will use a low reward to reflect its lack of safety. Thus, the safety reward value $r_{1}^{t} \in[-3,0]$ is defined as follows:

$$
r_{1}^{t}=\left\{\begin{array}{lr}
-3 & \text { collision }  \tag{29}\\
\max \left(-3, \log \left(\frac{T T C^{t+1}}{\mathcal{G}}\right)\right) & 0 \leq T T C^{t+1}<\mathcal{G} \\
0 & \text { otherwise }
\end{array}\right.
$$

where collision refers to a vehicle crash or hitting a road boundary, $\mathcal{G}$ is a scaling threshold, and max calculation clips $\log \left(\frac{T T C^{t+1}}{\mathcal{G}}\right)$ to $[-3,0)$. The autonomous vehicle usually causes a collision when $\log \left(\frac{T T C^{t+1}}{\mathcal{G}}\right) \leq-3$. If $C_{2}$ is a constructed phantom vehicle, we mask its TTC and only consider whether the autonomous vehicle causes a collision.
Efficiency. The longitudinal velocity of the autonomous ve$\overline{\text { hicle directly reflects its driving efficiency [14]. Thus, the }}$ efficiency reward value $r_{2}^{t} \in[0,1]$ is defined as $r_{2}^{t}=$ $\left(A^{t+1} . v-v_{\min }\right) /\left(v_{\max }-v_{\min }\right)$.
Comfort. Jerk, defined as the change rate of acceleration, is used to measure driving comfort since it has a strong influence on the comfort of the passengers [61]. The larger Jerk is, the more uncomfortable passengers will feel [11]. Accordingly, the comfort reward value $r_{3}^{t} \in[-1,0]$ is defined as $r_{3}^{t}=$ $-\left|A^{t} . a-A^{t-1} . a\right| / 2 a^{\prime}$.
Impact. The deceleration or lane change behavior of the autonomous vehicle could affect its surrounding conventional vehicles, reducing their driving efficiency and comfort, especially for some inappropriate behaviors, e.g., hard braking and forced lane change [14]. In order to reduce the impact of the autonomous vehicle, we design an impact reward value to measure the degree that the autonomous vehicle forces the surrounding conventional vehicles to decelerate. According to the analysis of existing studies [14], [15], whether a vehicle decelerates or changes lanes, it only affects the vehicle behind it after performing the action. Therefore, after the autonomous vehicle plays an action, we record the deceleration of its rear conventional vehicle to measure the impact of the autonomous vehicle. Specifically, the impact reward value $r_{4}^{t} \in[-1,0]$ is defined as follows:

$$
r_{4}^{t}=\left\{\begin{array}{lr}
\frac{C_{5}^{t+1} \cdot v-C_{5}^{t} \cdot v}{2 a^{\prime} * \Delta t} & C_{5}^{t} \cdot v-C_{5}^{t+1} \cdot v>v_{t h r}  \tag{30}\\
0 & \text { otherwise }
\end{array}\right.
$$

where $v_{t h r}$ is a threshold of velocity used to measure whether the autonomous vehicle affects the rear conventional vehicle $C_{5}$, and $2 a^{\prime} * \Delta t$ refers to the largest velocity change between two consecutive time steps. The impact reward value only works when $C_{5}$ decelerates greater than $v_{t h r}$ at time step $t+1$. If $C_{5}$ is a constructed phantom vehicle, we will set $r_{4}^{t}$ as 0 to mask its impact.

## V. Experiments

## A. Experimental Settings

Datasets. As it requires interaction between the autonomous and conventional vehicles, most of the experiments are conducted in a simulated environment, called SUMO (Simulation of Urban MObility) ${ }^{2}$. SUMO is an open-source, highly portable, and microscopic simulator that operates at each vehicle level and allows users to import road networks and define corresponding requests [62]. The interaction between SUMO and our framework $H E A D$ is established by using TraCI (Traffic Control Interface) ${ }^{3}$, which allows to retrieve values of simulated objects and to manipulate their behaviors online. In SUMO, we simulate a straight six-lane road of length 3 km , where the width of each lane $\mathrm{wid}_{l}$ is 3.2 m . There are many SUMO-controlled conventional vehicles and one HEADcontrolled autonomous vehicle traveling on the road. The density of the road is set as 180 vehicles per kilometer, which is appropriate for autonomous driving studies. The autonomous vehicle is initialized at the road origin on a random lane. We set the traffic restrictions as $v_{\text {min }}=5 \mathrm{~km} / \mathrm{h} \approx 1.39 \mathrm{~m} / \mathrm{s}$, $v_{\max }=90 \mathrm{~km} / \mathrm{h}=25 \mathrm{~m} / \mathrm{s}$, and $a^{\prime}=3 \mathrm{~m} / \mathrm{s}^{2}$, following the settings in the previous works [11], [14], [63]. We denote an episode as the autonomous vehicle driving from the origin to the destination of the road, or driving from the origin to the location of a collision. We prepare 4,000 episodes for training, and 500 episodes for testing. Each episode is initialized randomly to guarantee the variance.

Furthermore, we evaluate our LST-GAT model on a dataset constructed by merging two real-world datasets: NGSIM US101 [64] and I-80 [65]. The merged dataset, called REAL, consists of trajectories of conventional vehicles traveling on a 1.14 km -length highway segment with six straight lanes, which is produced by the standard preprocessing used in the previous work [14]. We further split REAL into training and test sets with a splitting ratio of $4: 1$. Since the distributions of SUMO and REAL are similar, we can train our LST-GAT model on REAL and use it to fulfill the state prediction in SUMO.
Implementation Details. We implement the enhanced perception and maneuver decision modules in $H E A D$ as follows:
(1) Enhanced perception module. For the phantom vehicle construction, the sensor detection range (or radius) $\mathcal{R}$ of the autonomous vehicle is set to 100 m , and the number of historical time steps $z$ is set to 5 , following the settings used in the previous works [14], [27]. Although SUMO provides global states for all conventional vehicles, we use the geometry [66] to simulate the sensor limitations in the real scenario of autonomous driving. For the network structure of LST-GAT model, we set the corresponding dimensions as: $D_{\phi_{1}}=64, D_{\phi_{3}}=64$, and $D_{l}=64$. In addition, we train LST-GAT model by using Adam optimizer [67] for 15 epochs with a learning rate of 0.001 and a batch size of 64 by default. (2) Maneuver decision module. For the network structure of BP-DQN, we set the corresponding dimensions as: $D_{\phi_{5}}=64$,

[^2]$D_{\phi_{7}}=64, D_{\phi_{10}}=64, D_{\phi_{12}}=64, D_{\phi_{14}}=64$. For the hybrid reward function, the scaling threshold $\mathcal{G}$ is set as 4 , and the threshold of velocity $v_{t h r}$ is set to $0.5 \mathrm{~m} / \mathrm{s}$, following the settings used in the previous works [11], [68]. Further, we set the tunable coefficients used in the hybrid reward function as: $w_{1}=0.9, w_{2}=0.8, w_{3}=0.6, w_{4}=0.2$, which are evaluated in Section V-E. For the optimization of BP-DQN, the discount factor $\gamma$ is set to 0.9 , the size of the replay buffer is set to 20,000 by default. We train our BP-DQN using Adam optimizer [67] for 4,000 episodes with a scheduled learning rate of 0.001 and a batch size of 64 , following the settings used in the previous works [15], [55]. Similar to DDPG [56], we add two target networks for $Q$ and $x$ networks and use the soft updates strategy with the ratio of 0.01 for training stability. Our experimental results are reported based on the above settings, unless expressly specified.
Baselines. We compare our HEAD with several representative baselines for autonomous driving, including two traditional methods, a deep reinforcement learning-based method, and a prediction-and-search method, as follows:
(1) IDM-LC [8], [69]. Traditional intelligent driver model with lane-changing model for decision making.
(2) ACC-LC [6]-[8]. Traditional adaptive cruise control model with lane-changing model for decision making.
(3) DRL-SC [10]. Deep reinforcement learning model with safety check for decision making.
(4) TP-BTS [14]. Trajectory prediction model with behavior tree search algorithm for decision making.
Variants. To evaluate each component of our framework, we perform ablation studies with the following variants of HEAD:
(1) $H E A D$-w/o-PVC. We remove the strategy of phantom vehicle construction in the enhanced perception module, and the historical states of unobservable conventional vehicles are filled with zero states.
(2) HEAD-w/o-LST-GAT. We remove our LST-GAT model in the enhanced perception module, and only use the current observable states for maneuver decisions.
(3) $H E A D-w / o-B P-D Q N$. We replace our BP-DQN with the vanilla $\mathrm{P}-\mathrm{DQN}$ [54] in the maneuver decision module.
(4) $H E A D$-w/o-IMP. We remove the impact reward value in the maneuver decision module, and only consider the safety, efficiency, and comfort reward values.
Other Compared Methods. For LST-GAT model in the enhanced perception module, we compare it against several state-of-the-art trajectory prediction methods modified for our state prediction task, as follows:
(1) LSTM-MLP [26]. Vanilla LSTM with multilayer perceptron network for state prediction.
(2) ED-LSTM [37]. Encoder-decoder LSTM network for state prediction.
(3) GAS-LED [14]. Global attention and state sharing LSTM encoder-decoder network for state prediction.

Furthermore, for BP-DQN in the maneuver decision module, we compare it against three state-of-the-art reinforcement learning-based methods for solving our PAMDP, as follows:

TABLE I
End-to-End Performance of Baselines and HEAD in SUMO

|  | Macroscopic |  |  | Microscopic |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Method | Avg <br> DT-A <br> $(\boldsymbol{s})$ | Avg <br> DT-C <br> $(\boldsymbol{s})$ | Avg <br> \#-CA | Min <br> TTC-A <br> $(\boldsymbol{s})$ | Avg <br> V-A <br> $(\boldsymbol{m} / \boldsymbol{s})$ | Avg <br> J-A <br> $\left(\boldsymbol{m} / \boldsymbol{s}^{2}\right)$ | Avg <br> $\mathbf{D - C A}$ <br> $(\boldsymbol{m} / \boldsymbol{s})$ |
| IDM-LC | 143.9 | 167.5 | 23.9 | 3.42 | 20.84 | 0.47 | 0.22 |
| ACC-LC | 142.4 | 167.3 | 25.4 | 3.48 | 21.06 | 0.48 | 0.24 |
| DRL-SC | 139.6 | 165.4 | 24.3 | 3.67 | 21.48 | 0.45 | 0.23 |
| TP-BTS | 141.2 | 164.2 | 21.5 | 3.31 | 21.24 | 0.44 | 0.21 |
| $\boldsymbol{H E A D}$ | $\mathbf{1 3 4 . 5}$ | $\mathbf{1 6 1 . 3}$ | $\mathbf{1 6 . 7}$ | $\mathbf{3 . 8 5}$ | $\mathbf{2 2 . 3 0}$ | $\mathbf{0 . 3 7}$ | $\mathbf{0 . 1 8}$ |

(1) P-QP [57]. Parameterized Q-learning with parameter update algorithm for PAMDP.
(2) P-DDPG [58]. Parameterized deep deterministic policy gradients algorithm for PAMDP.
(3) P-DQN [54]. Parameterized deep Q-network for PAMDP. Environments. All of the experiments are run on an an Ubuntu Server with an Intel(R) Xeon(R) Silver 4214 CPU @ 2.20 GHz , and NVIDIA GeForce RTX 3080 GPU.

## B. End-to-End Evaluation

We study the end-to-end performance of HEAD by comparing it against several baselines (IDM-LC, ACC-LC, DRLSC, and TP-BTS). We conduct 500 test episodes in $\mathrm{SUMO}^{4}$, and measure the effectiveness from both macroscopic and microscopic aspects.
Macroscopic Effectiveness. We design the macroscopic metrics as follows:
(1) Average driving time of the autonomous vehicle (AvgDT-
A). We record the end-to-end driving time of the autonomous vehicle traveling through the road $(3 \mathrm{~km})$. The smaller value of AvgDT-A indicates that the autonomous vehicle has higher driving efficiency.
(2) Average driving time of conventional vehicles (AvgDT-C). We record the end-to-end driving time of the conventional vehicles within 100 meters behind the autonomous vehicle traveling through the road $(3 \mathrm{~km})$. The smaller value of AvgDT-C indicates higher traffic flow efficiency.
(3) Average number of times that the autonomous vehicle affects its rear conventional vehicle (Avg\#-CA). We record the velocity change of the conventional vehicle behind the autonomous vehicle, if it decelerates greater than $0.5 \mathrm{~m} / \mathrm{s}$ from $t$ to $t+1$, our counter will record it. The smaller value of Avg\#CA indicates that the autonomous vehicle has less impact on traffic flow.

We report AvgDT-A, AvgDT-C, and Avg\#-CA in Table I. As shown, HEAD achieves the shortest AvgDT-A and AvgDTC, and has the least Avg\#-CA. These results demonstrate that $H E A D$ not only enables the autonomous vehicle to have high driving efficiency, but also improves traffic flow efficiency.
Microscopic Effectiveness. We design the microscopic metrics as follows:
(1) Minimum time to collision of the autonomous vehicle (MinTTC-A). We record TTC of the autonomous vehicle (in Section IV-C). The larger value of MinTTC-A indicates that the autonomous vehicle is safer.
${ }^{4}$ All methods do not cause any collisions (or accidents) in the test episodes.

TABLE II
Ablation Study of $H E A D$-VARIANTS and $H E A D$ in SUMO

| Method | Macroscopic |  |  | Microscopic |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Avg <br> DT-A <br> $(\boldsymbol{s})$ | Avg <br> DT-C <br> $(\boldsymbol{s})$ | Avg <br> \#-CA | Min <br> TTC-A <br> $(\boldsymbol{s})$ | Avg <br> V-A <br> $(\boldsymbol{m} / \boldsymbol{s})$ | Avg <br> J-A <br> $\left(\boldsymbol{m} / \boldsymbol{s}^{2}\right)$ | Avg <br> $\mathbf{D - C A}$ <br> $(\boldsymbol{m} / \boldsymbol{s})$ |
| $H E A D-w / o-~$ <br> PVC | 139.2 | 163.4 | 18.5 | 3.76 | 21.54 | 0.42 | 0.20 |
| $H E A D-$-w/o- <br> LST-GAT | 140.7 | 164.6 | 19.7 | 3.69 | 21.32 | 0.39 | 0.21 |
| $H E A D$-w/o- <br> BP-DQN | 137.1 | 162.2 | 17.3 | 3.82 | 21.87 | 0.40 | 0.19 |
| $H E A D-w / 0-$ <br> IMP | 135.5 | 163.8 | 22.6 | 3.73 | 22.13 | 0.41 | 0.22 |

(2) Average velocity of the autonomous vehicle (AvgV-A). We record the velocity of the autonomous vehicle in all test episodes. The larger value of AvgV-A indicates that the autonomous vehicle is faster.
(3) Average Jerk of the autonomous vehicle (AvgJ-A). We record Jerk of the autonomous vehicle (in Section IV-C). The smaller value of AvgJ-A indicates that the autonomous vehicle is more comfortable.
(4) Average deceleration of the conventional vehicle behind the autonomous vehicle (AvgD-CA). We record the deceleration of the conventional vehicle behind the autonomous vehicle car in all test episodes. The smaller value of AvgD-CA indicates that the autonomous vehicle has less impact on its rear conventional vehicles.

We report MinTTC-A, AvgV-A, AvgJ-A, and AvgD-CA in Table I. We can see that HEAD has the longest MinTTC-A, the highest AvgV-A, and the lowest AvgJ-A and AvgD-CA, demonstrating that $H E A D$ enables the autonomous vehicle to perform safe and comfortable maneuvers with high velocity and minimal impact on surrounding conventional vehicles.

## C. Evaluation of Enhanced Perception Module

We evaluate the performance of the enhanced perception module in HEAD by conducting an ablation study and a break-down evaluation. The ablation study is conducted by comparing $H E A D$ against several $H E A D$-variants (HEAD-w/oPVC and $H E A D$-w/o-LST-GAT). The break-down evaluation is conducted by comparing LST-GAT model with three state prediction methods (LSTM-MLP, ED-LSTM, and GAS-LED). Ablation Study. For $H E A D$-w/o-PVC and $H E A D$-w/o-LST$\overline{\text { GAT, we measure their effectiveness as in Section V-B. We re- }}$ port their AvgDT-A, AvgDT-C, Avg\#-CA, MinTTC-A, AvgVA, AvgJ-A, and AvgD-CA in Table II. From the macroscopic aspects, $H E A D$ achieves the shortest AvgDT-A and AvgDT-C, and has the least Avg\#-CA, which proves that LST-GAT model with the strategy of phantom vehicle construction is benefit for both perception and decision of autonomous driving. From the microscopic aspects, we can see that HEAD achieves the longest MinTTC-A, the highest AvgV-A, and the lowest AvgJA and AvgD-CA, demonstrating that LST-GAT model with the strategy of phantom vehicle construction is useful for making safe, efficient, and comfortable decisions with minimal impact. Break-down Evaluation. We take a break-down evaluation of our LST-GAT model by comparing it with LSTM-MLP,

TABLE III
Accuracy of Compared Methods and LST-GAT on REAL

| Metric | LSTM-MLP | ED-LSTM | GAS-LED | LST-GAT |
| :---: | :---: | :---: | :---: | :---: |
| MAE | 0.62 | 0.47 | 0.35 | $\mathbf{0 . 2 7}$ |
| MSE | 0.13 | 0.08 | 0.05 | $\mathbf{0 . 0 3}$ |
| RMSE | 0.35 | 0.28 | 0.22 | $\mathbf{0 . 1 7}$ |

TABLE IV
Efficiency of Compared Methods and LST-GAT on REAL

| Metric | LSTM-MLP | ED-LSTM | GAS-LED | LST-GAT |
| :---: | :---: | :---: | :---: | :---: |
| TCT $(\boldsymbol{h})$ | 0.87 | 0.94 | 1.06 | $\mathbf{0 . 8 3}$ |
| AvgIT $(\boldsymbol{m s} \boldsymbol{s})$ | 8.58 | 9.43 | 10.51 | $\mathbf{3 . 7 6}$ |

ED-LSTM, and GAS-LED from both accuracy and efficiency aspects on REAL. For the accuracy, we report their Mean absolute error (MAE), Mean squared error (MSE), and Root mean squared error (RMSE) for our one-step state prediction in Table III. For the efficiency, we report their Training convergence time (TCT) and Average inference time (AvgIT) in Table IV. As depicted, our proposed LST-GAT model outperforms all the other models, since it has lower MAE, MSE, and RMSE, and has shorter TCT and AvgIT.

## D. Evaluation of Maneuver Decision Module

We evaluate the performance of the maneuver decision module in HEAD by conducting an ablation study and a break-down evaluation. The ablation study is conducted by comparing HEAD against several $H E A D$-variants (HEAD-w/o-BP-DQN and $H E A D$-w/o-IMP). The break-down evaluation is conducted by comparing our BP-DQN with three reinforcement learning-based methods (P-QP, P-DDPG, and P-DQN). Ablation Study. For $H E A D$-w/o-BP-DQN and $H E A D$-w/oIMP, we measure their effectiveness as in Section V-B. We report their AvgDT-A, AvgDT-C, Avg\#-CA, MinTTC-A, AvgVA, AvgJ-A, and AvgD-CA in Table II. From the macroscopic aspects, $H E A D$ achieves the shortest AvgDT-A and AvgDT-C, and has the least Avg\#-CA, which clearly proves that BPDQN and the hybrid reward function is benefit for making appropriate decisions without affecting traffic flow efficiency. From the microscopic aspects, we can see that HEAD has the longest MinTTC-A, the highest AvgV-A, and the lowest AvgJA and AvgD-CA, proving that BP-DQN and the impact reward value not only improve the safety, efficiency, and comfort of the autonomous vehicle but also reduce the impact.
Break-down Evaluation. We take a break-down evaluation of our BP-DQN by comparing it with P-QP, P-DDPG, and P-DQN from both effectiveness and efficiency aspects in SUMO. For the effectiveness, we report their Minimum reward (MinR), Maximum reward (MaxR), and Average reward (AvgR) in Table V. For the efficiency, we report their Training convergence time (TCT) and Average inference time (AvgIT) in Table VI. As shown, our BP-DQN outperforms all the other reinforcement learning-based methods, since it has higher MinR, MaxR, and AvgR, and has shorter TCT and AvgIT.

## E. Reward Shaping

For the hybrid reward function in the maneuver decision module, $w_{1}, w_{2}, w_{3}$, and $w_{4}$ correspond to the coefficients

TABLE V
Effectiveness of Compared Methods and BP-DQN in SUMO

| Metric | P-QP | P-DDPG | P-DQN | BP-DQN |
| :---: | :---: | :---: | :---: | :---: |
| MinR | -2.06 | -1.73 | -1.26 | $\mathbf{- 1 . 1 4}$ |
| MaxR | 0.35 | 0.47 | 0.56 | $\mathbf{0 . 5 9}$ |
| AvgR | 0.17 | 0.29 | 0.36 | $\mathbf{0 . 4 3}$ |

TABLE VI
Efficiency of Compared Methods and BP-DQN in SUMO

| Metric | P-QP | P-DDPG | P-DQN | BP-DQN |
| :---: | :---: | :---: | :---: | :---: |
| TCT $(\boldsymbol{h})$ | 1.83 | 1.85 | 1.77 | $\mathbf{1 . 7 4}$ |
| AvgIT $(\boldsymbol{m s} \boldsymbol{s})$ | 3.59 | 3.64 | 3.57 | $\mathbf{3 . 4 8}$ |

TABLE VII
Effect of Coefficients in Hybrid Reward Function

| Coefficient | Min | Max | Step | Best |
| :---: | :---: | :---: | :---: | :---: |
| $\boldsymbol{w}_{\boldsymbol{1}}$ | 0.5 | 1 | 0.1 | $\mathbf{0 . 9}$ |
| $\boldsymbol{w}_{\boldsymbol{2}}$ | 0 | 1 | 0.2 | $\mathbf{0 . 8}$ |
| $\boldsymbol{w}_{\boldsymbol{3}}$ | 0 | 1 | 0.2 | $\mathbf{0 . 6}$ |
| $\boldsymbol{w}_{\boldsymbol{4}}$ | 0 | 0.5 | 0.1 | $\mathbf{0 . 2}$ |

of $r_{1}^{t}$ (safety), $r_{2}^{t}$ (efficiency), $r_{3}^{t}$ (comfort), and $r_{4}^{t}$ (impact), respectively. To achieve better performance, we adopt the grid search [70] to determine them, which is shown in Table VII.

## VI. Related Work

Decision-making for autonomous vehicles focuses on how to use the data provided by their sensors to make maneuver decisions [5], [9]. Traditional decision-making methods, e.g., Krauss [71], IDM [69], ACC [6], [7], and LC [8], design a set of rule-matching algorithms to perform velocity change and lane change behaviors, which require expert experience and manual tuning, leading to poor generalizability. Afterward, the autonomous driving community attempts to utilize reinforcement learning-based methods to make maneuver decisions [9], [72]. Existing reinforcement learning-based models, e.g., DRL-SC [10], AD-DDPG [11], MCTS-DRL [12], and EA-DQN [13], mainly optimize the driving safety, efficiency, and comfort of autonomous vehicles, leaving the impact on other surrounding vehicles. Recently, several prediction-anddecision frameworks [14], [73], [74] are proposed to first proactively perceive possible changes of surrounding vehicles' states and then make maneuver decisions more wisely. However, they cannot quantify the impact of the autonomous vehicle on surrounding vehicles, and ignore the sensor limitations in their prediction phases, leading to poor applicability.

## VII. Conclusion

In this work, we propose a perception-and-decision framework, called $H E A D$, to enable the autonomous vehicle to perform safe, efficient, and comfortable maneuvers with minimal impact on surrounding vehicles. Experiments confirm the superiority of HEAD over state-of-the-art approaches.
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